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This is a dream.

Figure 1: LuciEntry, our interactive lucid dream induction prototype, presents well-time visual (red flashing LED light) and
auditory (“This is a dream” ) cues to induce lucid dreaming.

Abstract
Lucid dreaming, a state in which people become aware that they
are dreaming, is known for its many mental and physical health
benefits. However, most lucid dream induction techniques, such
as reality testing, require significant time and effort to master, cre-
ating a barrier for people seeking these experiences. We designed
LuciEntry, a portable interactive prototype aimed at helping people
induce lucid dreaming through well-timed visual and auditory cues.
We conducted a lab and a field study to understand LuciEntry’s
user experience. The interview data allowed us to identify three
themes. Building on these findings and our design practice, we de-
rived seven considerations to guide the design of future lucid dream
systems. Ultimately, this work aims to inspire further research into
interactive technologies for altered states of consciousness.
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1 Introduction
Lucid dreaming is “the phenomenon of becoming aware of the fact
that one is dreaming during ongoing sleep” [7]. During lucid dream-
ing, people experience vivid hallucinations (i.e., dream content),
much like in typical dreams. However, unlike with typical dreams,
lucid dreamers can manipulate their dream content, offering the
potential to experience desired content. Lucid dreaming has not
only been shown to be enjoyable, but it can alleviate recurrent
nightmares, aid problem-solving, develop skills, inspire creativity,
fulfill wishes, and heal both physically and mentally [43, 80, 86].
These various benefits suggest that helping people to experience
lucid dreaming could be valuable.
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Unfortunately, lucid dreams rarely occur naturally [47, 65, 66]. To
help people experience lucid dreaming, prior work has devised cog-
nitive techniques that need to be practiced outside of sleep, such as
mnemonic induction of lucid dreams (MILD) [48] and reality testing
(which requires asking oneself: “Am I dreaming?” at least ten times
every day [1]). However, practicing these cognitive techniques de-
mands considerable time and effort [2, 89]. Another approach to
help induce lucid dreaming is delivering external stimulation dur-
ing sleep. For example, researchers monitored participants’ sleep
and triggered red flashing lights as cues when the participants en-
tered the rapid-eye-movement (REM) stage—when lucid dreams are
most likely to occur—in order to make the participants aware that
they are dreaming [46]. However, such studies require researchers
to monitor the participants throughout the night, leading to long
periods of vigilance. This human-in-the-loop approach (visually
inspecting polysomnographic data and reactively triggering cues)
is an established method of inducing lucid dreaming in research
settings [16, 46, 73, 76, 87], but the requirement for sustained re-
searcher attention at late hours makes the approach cumbersome,
costly, and prone to fatigue hence error [62].

We see an opportunity for interactive technology to aid lucid
dream induction. Specifically, we propose that lucid dreaming could
be induced without the need for long training or a researcher’s pres-
ence if a system could detect sleep stages in real-time and identify
the most optimal moment to trigger cues. We hence designed Lu-
ciEntry. LuciEntry monitors a user’s brain and eye signals with
electroencephalography (EEG) and electrooculography (EOG) sen-
sors to determine their sleep stage. When LuciEntry detects that the
user has entered the most favorable sleep stage for lucid dreaming
(REM stage), it triggers visual and auditory cues to help induce
lucid dreaming.

We investigated the user experiences in both the lab and field
studies with 13 participants. Through a thematic analysis of in-
terviews, we identified 3 themes: facilitating lucidity, challenges
around system usability, and trade-offs of the analog lucid dream
induction techniques. Based on these findings and our practical
experience of designing LuciEntry, we propose 7 design consider-
ations for future lucid dream systems and, more broadly, systems
for altered states of consciousness.

1.1 Contributions
This work offers the following contributions and benefits:

• We provide a description of a prototype we designed that
aims to help users induce lucid dreaming. This prototype
might inspire developers who are interested in designing
systems beyond the ordinary waking state of the user.

• We present implementation details of our LuciEntry pro-
totype, including the open-source software. This enables
design researchers to replicate and conduct lucid dream
research without needing a costly sleep lab or extensive
staffing. Moreover, design researchers might use this as a
foundation to create other altered states of consciousness
systems, extending the reach of HCI design.

• We provide insights into participants’ user experiences from
a study involving LuciEntry, explicated through three themes.
These themes can be useful for user experience researchers

studying interactive experiences around altered states of
consciousness.

• We propose seven design considerations drawn from the
above themes and our reflections on designing LuciEntry.
These considerations aim to provide guidance for practition-
ers interested in creating interactive systems that engage
with altered states of consciousness.

With our work, we hope to extend the field of dream engineer-
ing [15] so that more people can reap the benefits of lucid dreaming.
Building on this, we aspire for our work to inspire further explo-
ration of interactive technologies that facilitate and enhance altered
states of consciousness.

2 Related work
We learned from prior works on lucid dream induction (which are of-
ten categorized into four main approaches: (1) cognitive techniques,
(2) substance intervention, (3) cortical stimulation, and (4) external
stimulation [88]). We focus on cognitive techniques (described as
analog lucid dream induction techniques) and external stimulation
(described as digital lucid dream induction techniques) since they
mostly inform our work. We then discuss prior HCI dream research
that explored various approaches to detecting, modulating, and
inducing dream states through interactive systems.

2.1 Analog and digital lucid dream induction
techniques

Most analog lucid dream induction techniques involve training
the brain to enhance awareness during the dream state [24]. This
training utilizes prospective memory—i.e., the ability to remember
certain information or tasks for the future—so that the dreamer can
recognize when they are dreaming and become lucid. For example,
mnemonic induction of lucid dreaming (MILD) involves a dreamer
recalling previous dreams, while actively thinking about becoming
lucid before sleep [48]. Similarly, reality testing aims to induce
lucidity by prompting a person to ask, “Am I in a dream?” and
carefully examining their surroundings [49]. This process needs to
be repeated at least 10 times per day [1]. These analog lucid dream
induction techniques require substantial training, costing time and
effort, hence are difficult to integrate into modern lifestyles.

An alternative, less costly and effortful technique is wake-back-
to-bed (WBTB), in which people use an alarm to wake up in the
middle of the night, remain awake for 30 minutes, and then return
to sleep [28]. Waking up increases awareness (supporting lucid
dream induction), while returning to sleep in the early morning en-
hances the likelihood of dreaming [28]. Interestingly, while waking
up in the middle of the night may appear to disrupt people’s sleep,
prior work has suggested that the WBTB technique does not nega-
tively affect sleep quality [3]. We hypothesize that incorporating
the WBTB technique into our design could enhance the likelihood
of inducing lucid dreams without requiring extensive user training
or effort.

Digital lucid dream induction techniques refers to presenting
external stimuli to dreamers as cues to remind them that they are
dreaming. Visual [46], auditory [73], and tactile stimulations [76]
appear to be effective cues, as they can be easily incorporated into
a participant’s dreams, helping them to remember to question their
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cognitive state. Hence, we decided to utilize visual and auditory
cues (and leave tactile cues as future work), but unlike prior work
that manually triggered them, we automate this process.

Furthermore, researchers have explored combining analog and
digital lucid dream induction techniques, demonstrating a reduction
in the difficulty of entering a lucid dream. For instance, Carr et al.
developed the targeted lucidity reactivation (TLR) technique [16],
which uses visual and auditory cues in conjunction with a cogni-
tive training stage before sleep to help participants associate their
awareness with the cues. Inspired by this approach, we combine
analog (WBTB and TLR) and digital lucid dream induction tech-
niques (visual and auditory cues).

We note that in most of these prior works, a sleep laboratory was
required, where researchers had to manually monitor the data and
trigger the external cues. We aim to go beyond and support lucid
dream induction even outside sleep labs which might contribute
positively to the overall user experience. Hence, we consider the
user experience of lucid dream induction in our work, which is
often neglected in prior works. We also note that several commer-
cial products claim to induce lucid dreaming; however, many lack
scientific validation or are unavailable [67].

2.2 HCI dream research
We also drew insights from prior HCI dream research, such as
Dormio [34], an interactive sleep interface that primes people to
think or dream about certain things during hypnagogia (the transi-
tional state between wakefulness and sleep); Dozer [81], a system
that automatically aids sleep onset through auditory and electrical
brain stimulation after detecting drowsiness in EEG signals; and
Lucid Loop [42], a closed-loop lucid dream simulation in virtual
reality (VR). These works demonstrate how a lucid dream system
could leverage EEG data to trigger external cues. However, because
these prior works primarily addressed other sleep stages but not
specific lucid dream stages or only simulate lucid dreaming (with-
out showing that simulations confer the same benefits as actual
lucid dreaming) a gap remains that our work aims to fill.

Prior research highlights the usefulness of interactive technolo-
gies in the enrichment of the dream experience. For instance, Virtual
Dream Reliving is a generative AI-driven immersive experience
designed to help users relive and reflect on dreams [56]. Further-
more, Personal Dream Informatics is a self-information system that
supports dream tracking, dream recall, and dreamwork to help
users learn about themselves [35]. These projects illustrated that
interactive technology can enrich the dream experience; however,
they focused on dream reflection upon waking. In contrast, we aim
to increase the probability of lucid dreaming.

Existing works have attempted to recreate dream experiences in
VR environments. For example, Virtual Transcendent Dream[57]
provides an immersive VR experience of flying dreams by using the
orientation of a head-mounted display (HMD) for locomotion con-
trol. Similarly, Picard-Deland et al. [77] investigated a flying dream
induction task using VR. The associated studies suggest that expo-
sure to a VR flying task can lead to more flying- and gravity-related
themes in subsequent dreams. Furthermore, Diushekeeva et al. [22]
indicated that exposure to visual media before sleep may influence
the content of non-lucid dreams. Learning from their work, we

noted the importance of pre-sleep exposure in shaping the dream
state, which motivated our use of cognitive training (elaborated in
Section 4.2.3). However, the effect of pre-sleep exposure on lucid
dreamers still remains underexplored.

Dreamento [29] is a modular toolbox that enables sleep data
monitoring, real-time stimulation, and post-processing via a graphi-
cal user interface (GUI). We learned from their work that a modular
system can be beneficial for dream researchers. However, their
current system lacks a reliable real-time sleep staging model, still
requiring a researcher to monitor the sleep data throughout the
night.

Wang et al. have also explored prototypes for lucid dream induc-
tion [95–97] and lucid dream manipulation [98], further validating
the potential of interactive systems for guiding dream states. How-
ever, these investigations lack comprehensive insights into user
experiences and detailed design documentation. We extend their
work with our prototype, which is portable, allowing for deploy-
ments in diverse settings and enabling studies with higher ecologi-
cal validity [55]. In other words, participants can attempt to induce
lucid dreaming in their own beds, rather than only in a laboratory
environment.

In summary, prior research on lucid dreaming has shown that var-
ious approaches to lucid dream induction are possible, but much of
this work focuses on the feasibility of creating such systems rather
than the user experience. Meanwhile, HCI research on dreaming
has explored digital dream experiences, but has not yet specifically
focused on lucid dreaming. As a result, how to design an automatic
lucid dream induction system—and understand the user experience
associated with it—remains an open question. Our work addresses
this gap through the design of LuciEntry, a novel automatic lucid
dream induction prototype, and an investigation into the associated
user experiences.

(a) Auditory
cue module

(b) Smartphone
application

(c) Visual
cue module

(d) Stop
button

(e) Raspberry
Pi server

(f) Sleep-tracking cap

Figure 2: LuciEntry’s design includes (a) an auditory cuemod-
ule to provide sound cues (“This is a dream” ), (b) a smart-
phone application to guide the user into the experience, (c) a
visual cue module to provide visual cues (red flashing light),
(d) a stop button to cease the cues if the user feels uncom-
fortable, (e) a Raspberry Pi server as the back-end, and (f) a
sleep-tracking cap to read the user’s sleep stages and their
eye movements.
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Start Data Acquisition: Sleep-tracking cap  
collects EEG and EOG data 

Data Transmission: EEG and EOG data 
transmitted to Raspberry Pi server 

Signal Preprocessing: 
Server preprocesses 

data using BrainFlow 

Sleep Stage Classification: 
Server classifies the sleep stages 
using YASA and additional time 

window 

REM Sleep 
Detected? 

Cue Command Modification: Server reads calibrated  
cue intensities from the smartphone application 

Cue Triggering: Server sends cue commands  
to cue modules via RESTful API 

Auditory Cue Triggering: 
Auditory cue module plays: 
"This is a dream" 3 times in 

10  seconds 

Visual Cue Triggering: Visual 
cue module activates 1 Hz 
flashing red LED for 10 

seconds 

LR Signal Detection: 
Server detects LR signals 

through EOG data 

Dream Journaling: User records dreams in 
smartphone application End 

Phase 1: Sleep Stage Classification 

Phase 2: Cue Triggering 

Phase 3: LR Signal Detection Phase 4: Dream Journaling 

Yes No 

Figure 3: The flowchart of LuciEntry detailing a multi-phase process: from sleep data acquisition and classification to cue
triggering, LR signal detection and dream journaling, integrating EEG/EOG data, BrainFlow, YASA, and cue modules.

3 Designing LuciEntry
LuciEntry is a portable, modular, automatic prototype designed to
facilitate lucid dream induction by triggering timely cues during
the REM stage, when most of the dreams occur [6]. The prototype
comprises four core components: (1) a sleep-tracking cap, (2) a
server for sleep stage classification, (3) cue modules for triggering
induction stimuli, and (4) a smartphone application to guide the
user (Figure 2). Below, we detail the design and functionality of
each component, with a flowchart provided in Figure 3 to enhance
clarity.

3.1 Sleep-tracking cap
The sleep-tracking cap is a lightweight, wearable cap equipped with
adhesive electrodes to monitor the electroencephalogram (EEG)
and electrooculogram (EOG) data (Figure 2c). While there are other
EEG recording systems exist, such as Zmax [92], we chose the
OpenBCI Cyton board [70] since it is an customizable open-source
system that enables us to track the user’s eye movements. The
cap has four electrodes: one on the forehead (Fpz) to sense EEG
data, two on the side of the eyes (Horizontal [82]) to sense EOG
data, and one behind the ear as a reference (Figure 4). Sacrificing
accuracy, we decided to use adhesive electrodes instead of dry comb
electrodes and minimized the number of electrodes to increase
comfort, an approach suggested by prior work that investigated

sleep technology for field studies [81]. The electrodes connect to
the OpenBCI Cyton board through Dupont wires [20]. By keeping
the OpenBCI Cyton board detached from the cap, we reduce head
weight for increased comfort (which prior work has identified as
key for the user experience [81]).

Electrode on the center
forehead for EEG channel

Electrode behind right 
ear as reference

Electrode for right EOG
channel

Electrode for left EOG
channel

Figure 4: The placement of the sleep-tracking cap’s four elec-
trodes. (1) One electrode is placed on the forehead in the
center (Fpz) to sense the EEG data. (2) Two electrodes are
placed on the side of the eyes (horizontal) to sense the EOG
data. (3) One electrode is placed behind the right ear as the
reference.
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3.2 Server: sleep stage classification
The EEG and EOG data are transmitted to a server running on a
Raspberry Pi 4 Model B [59] that classifies the user’s sleep stages
(Figure 2e).

The server runs Python 3.11 for signal processing, mainly us-
ing BrainFlow [72] and a sleep staging classifier. We considered
AttnSleep [26] and YASA [91] as the sleep classifier. In order to
determine which one is preferable, one would usually evaluate the
accuracy against manual polysomnography (PSG) [8]. However,
manual PSG is expensive and requires experts in neuroscience.
Therefore, we used the commercial Oura Ring (79% accuracy com-
pared to PSG [4], while other commercial products are around
60-65% [71]) to determine which sleep staging classifier is most
accurate. In a pilot study, we found that YASA’s sleep stages aligned
more with Oura Ring’s results; hence, we chose YASA.

The EEG and EOG data, sampled at 250 Hz, was filtered through
the BrainFlow detrend function to center the signal around zero,
as is usual in signal processing analysis [53, 68]. The sleep staging
classification is performed every 36 seconds, a length that supports
the assumption of signal "stationarity", essential for accurate epoch-
based analysis [17, 18]. This approach helps reduce the impact of
artifacts, such as those generated by movement (e.g., when moving
the head slightly during sleep). Each classification utilized data from
the beginning of sleep until the current moment because YASA
requires preceding sleep data for subsequent stage determinations,
which was confirmed in our pilot study. In another pilot study, we
noticed that there are some false positives of REM stage detection,
which could be disturbing for the user if the prototype triggered
the cues at the wrong time. To minimize the chance of falsely
classifying REM sleep, we added another time window for REM
sleep classification. Only when YASA classifies a segment as REM
sleep for 60% of the time within the last 90 seconds do we flag it as
REM sleep (the numbers were selected based on our experiences
from a pilot study and finalized during the formal study).

During the study, the participant is asked to move their eyes
from left to right four times (LR signal [16, 50]) once lucid dreaming.
Such an LR signal usually serves as the objective reference of lucid
dreaming [16, 50]. To detect eye movement, we analyzed the EOG
data every 0.2 seconds. After applying the detrend filter mentioned
above, we used a bandpass filter to remove noises. Prior work used
a bandpass filter with 0.3 - 15 Hz [44] to remove the signal outside
the bandwidth of eye movement; here, we applied the bandpass
filter but adjusted it to 0.5 - 6 Hz for less noise. A rolling filter
was applied to the signal to average and smooth the data stream
of outliers. After pre-processing, we extract the maximum and
minimum values within the last 0.2 seconds. By comparing the
indices of both eyes’ maximum and minimum values, we determine
which side the user looks at.

3.3 Cue modules
Once the server classifies the user as being in the REM stage of
sleep, it sends commands to the cue modules through Node.js using
a RESTful API (using the RESTful API makes the commands easy
to understand while offering extensibility). During setup, the cue
modules are assigned a device ID, which supports extending the
prototype with additional cue modules.

Figure 5: Left: the inside of a cue module. Each cue module
runs on an ESP8266 microcontroller and is powered by a
power bank. Right: There are three LEDs to show the cue
module’s current status: (1) green: whether the module is on;
(2) blue: whether the module is connected to the Wi-Fi; and
(3) red: whether themodule is stopped for safety or unknown
error.

Once the cue module receives the command, it triggers the cue
accordingly, intended to make the user aware that they are dream-
ing [16]. Currently, we have two cue modules, visual and auditory.
Vibration cues [76] could be added in the future. Electrical stimula-
tion [94] also seemed promising; we removed it from the current
design because we noticed that the electrical stimulation hindered
our signal reading. Our cue modules, run by an ESP8266 microcon-
troller and powered by a power bank to ensure portability (Figure 5
left), communicate with the server through the HTTP protocol
for universality and extensibility. Each cue module has an LED
indicator (Figure 5 right) to show the module’s status (On, Wi-Fi-
connected, Stopped).

The auditory cue module (Figure 2a) consists of two FR 10 HM
speakers [93]. The sound played is of a male person (first author’s
voice) saying in a soft tone: “This is a dream” repeated three times in
ten seconds. According to prior work, hearing acoustic suggestions
is effective because it triggers a cognitive process to perform reality
testing [73].

The visual cue module (Figure 2c) consists of a WS2812B light-
emitting diode (LED) strip of 18.7 cm, with a maximum luminous
intensity of 720 mcd. Following prior works’ suggestion [16, 46], we
choose a 1 Hz red (R: 255; G: 0; B: 0) flashing light that illuminates
for 10 seconds when the REM sleep stage is detected. Red is the
most effective color penetrating the eyelids [5], while the flashing
process is designed to attract people’s attention [52]. A stop button
is also included in the design for safety. If the user experiences
discomfort, they can press the button to stop the cues.

3.4 User guide smartphone application
To support users in effectively utilizing LuciEntry, we developed
a smartphone application that not only guides them through the
entire lucid dreaming procedure but also enables dream recording
(Figure 6). We developed this application using React Native [61]
and Expo Go [30], with Flask [78] facilitating communication with
the server. Recognizing that combining analog lucid dream induc-
tion techniques with digital techniques offers advantages over using
digital techniques alone [45] while preserving sleep quality [3], we
integrated WBTB [28] and targeted lucidity reactivation (TLR) [16]
into our design. The smartphone application plays a key role in
this process, introducing the user to the concept of lucid dreaming
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Figure 6: The smartphone application serves as a guide to
help users navigate the use of LuciEntry. Left: The applica-
tion guides the user inwearing the sleep-tracking cap.Middle:
The application allows the user to adjust the intensity of each
cue. Right: The application enables the user to report their
dream content.

and providing step-by-step guidance on utilizing the components
of LuciEntry. Additionally, it offers instructions on how to perform
WBTB and TLR (discussed further in subsection 4.2). The applica-
tion also allows the user to calibrate the intensities of cues (Figure 6
middle). The calibration instruction advises: “Imagine that you are
already asleep, and adjust the intensity to a level that is just percepti-
ble but not strong enough to fully wake you up.” This aims to ensure
the cues are effective without disrupting sleep. Furthermore, the
application includes a dream journaling function, enabling the user
to document their dreams and select appropriate dream categories
(Figure 6 right). This feature is grounded in prior research that sug-
gests that immediate dream journaling reduces memory distortion,
helping to ensure that the dream report is trustworthy [101].

We acknowledge that using a smartphone before sleep may
increase the time it takes to fall asleep [38]. To mitigate this, we
incorporated several design elements:

• A voice-over feature for textual content to minimize screen
use.

• A dark visual theme with reduced brightness to reduce visual
strain.

• The option for the user to record their dream journals via
voice input, further limiting screen interaction.

3.5 Portability and modularity
Overall, we designed our prototype with portability and modularity
in mind. The portability enables the user to deploy the prototype
at home and use it in a real-life scenario. The modularity allows
the user and researchers to exchange and add input and output
modules (for example, using Zmax to sense EEG data [92] or using
haptic actuators as cues [76]), making LuciEntry an extendable
lucid dream induction platform. Our code is available on GitHub1.

11. smartphone application: https://github.com/Exertion-Games-Lab/LucidReality-UI;
2. server and cue modules: https://github.com/Exertion-Games-Lab/LuciEntry-Home

4 Methodology
To understand the experiences associated with LuciEntry, we con-
ducted both a laboratory and a field study with 13 participants.
Participants used LuciEntry during their sleep for one night and
were interviewed the following day.

4.1 Participants
Thirteen participants were recruited via advertisements on our
mailing list, social media posts, and word of mouth. The group
comprised sevenmales, six females, and zero individuals identifying
as non-binary or self-described. Their ages ranged from 22 to 31
years old (𝑀 = 25.3, 𝑆𝐷 = 3.0). The advertisement described our
intention to support lucid dreaming with interactive technology,
hence our participants had various dream experiences (Table 1). We
excluded people with sleep disorders (e.g., sleep apnea, periodic limb
movement disorder, narcolepsy, insomnia, and nightmare disorder)
and chose to defer lucid dream induction for people with specific
sleep challenges to future work.

The participants were screened with a pre-study questionnaire
based on the sleep disorder questionnaire [23]. If participants’ scores
indicated a high probability of any of these disorders, we recom-
mended that they consult their physicians and be excluded from
the study.

Participants were given an explanatory statement and needed
to sign a consent form. No compensation was given. The study
received approval from our institution’s ethics board.

4.2 Procedure

(a) Noise-
canceling foam

(b) Air
conditioner

Figure 7: The lab environment. We installed noise-canceling
foam boards to reduce noise and had an air conditioner to
maintain a comfortable temperature for sleep.

Our investigation of LuciEntry involved both a lab study and a field
study. Field studies [33] are characterized by research conducted
outside laboratory environments, typically in naturalistic settings
such as participants’ homes, here, their bedrooms. While the lab
study offered us a controlled environment, where we could clearly
observe the interaction between the participant and LuciEntry, we
anticipated that the field study could complement these insights
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Age Gender Typical dream frequency Lucid dream frequency Study type Dream content
P1 22 Female >2 a week <1 per 6 months Lab Study procedure
P2 30 Female >2 a week <1 per 6 months Lab Cannot remember

dreams
P3 22 Male >2 a week <1 per 6 months Field Study procedure
P4 22 Male >1 a month <1 per 6 months Lab Pre-sleep experience
P5 26 Male Every day <1 per 6 months Field Lucid dream
P6 27 Male >2 a week >1 per 6 months Lab Lucid dream
P7 24 Female Every day >2 a week Field Cue incorporated dream
P8 25 Male Every day Every day Lab Lucid dream
P9 27 Male >1 a week <1 per 6 months Lab Pre-sleep experience
P10 27 Female >2 a week <1 per 6 months Lab Study procedure
P11 23 Male Every day <1 per 6 months Field Pre-sleep experience and

lucid dream
P12 23 Female >2 a week <1 per 6 months Lab Study procedure and cue

incorporated dream
P13 31 Female >1 a month <1 per 6 months Field “Bizarre” dream content

Table 1: Participants’ characteristics and study details. The table includes participants’ age, gender, typical dream frequency,
lucid dream frequency, study location, and the type of dream content.

by giving us a better understanding of how our prototype would
perform in a context similar to real-life.

Participants could choose where they wanted to participate: in
the lab or their home. Eight participants chose the lab. We then
started the lab study with these participants, as the controlled
setting alongside the researchers’ presence facilitated continuous
supervision of the prototype’s performance and troubleshooting
of any technical issues. (During a pilot study, we discovered that
running studies for more than 8 hours can easily lead to technology
glitches, unlike most interaction design studies that often last only
minutes.)

To minimize sleep disruptions, we equipped the lab with sound-
absorbing foam panels and an air conditioner, ensuring a quiet,
temperature-controlled, and comfortable environment (Figure 7).
We set up the server using the lab’s Wi-Fi. Subsequently, we con-
ducted the field study with the remaining five participants in their
own homes. We did not install any additional sound-damping or
heat-controlling materials in their homes to investigate the user
experience in a real-life setting. We set up the server using their
homeWi-Fi or a smartphone hotspot for those without stable Wi-Fi
at home. The following describes the process of setting up Wi-Fi at
a participant’s home:

(1) Connect the server to the Wi-Fi network at the participant’s
home.

(2) Run configure_wifi.py on the server to update the Wi-Fi
details for the code on each cue module.

(3) Plug each cue module into the server to apply the updated
Wi-Fi details.

(4) Run ./start.sh on the server to start the server.
(5) Enter the IP address of the server on the smartphone appli-

cation to establish the communication between the server
and the application.

(6) Position the cue modules around the participant’s bed.
Our study comprised five stages: (1) prototype setup, (2) “nor-

mal” sleep, (3) cognitive training, (4) lucid dreaming, and (5) a
semi-structured interview (Table 2). Overall, the study lasted about

Table 2: The summary of our study procedure, which includes
5 stages: prototype setup, normal sleeping, cognitive training,
lucid dreaming, and a semi-structured interview.

Stage Activities Duration

Prototype setup
- The study procedure and prototype were in-
troduced to the participants.
- The prototype was set up by the researchers.

< 2 hours

Normal sleeping - The participant slept without the prototype. 4 hours

Cognitive training
- The participant turned on the prototype.
- The participant calibrated the intensity of cues.
- The participant performed cognitive training.

0.5 hour

Lucid dreaming
- The participant slept with the prototype.
- The participant is meant to perform the LR
signal once they experienced lucid dreaming.

4 hours

Semi-structured interview - Researchers interviewed the participants. 1 hour

11 hours, typically from evening to morning, depending on partici-
pants’ normal sleep schedules. Participants were asked to refrain
from consuming caffeinated food and beverages for 8 hours prior
to the study.

4.2.1 Prototype setup. After setting up the Wi-Fi, we arranged the
cue modules according to each participant’s sleeping habits. For
example, if the participants tended to sleep on their side, we placed
the visual cue module on that side of the bed. We also introduced
participants to lucid dreaming, explained the study, and showed
them how to use the prototype (e.g., how to turn on and off the
system) with the user guide provided in the smartphone application.
To ensure proper use of the sleep-tracking cap, we demonstrated
electrode placement (as shown in Figure 4) and how to wear the
cap, accompanied by the smartphone application (Figure 6 left)
and a printed instruction manual. For the field study, participants
were asked to demonstrate their ability to operate the prototype
independently before we left.

4.2.2 Normal sleep. The participants were asked to sleep for a
while and wake up to perform WBTB [28]. Using the smartphone
application, they set an alarm based on their sleep schedule, usually
around 3 to 4 a.m, to wake up and stay awake for 30 minutes before
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going back to sleep. In this stage, participants did not wear the
sleep-tracking cap, and none of the cues were activated.

4.2.3 Cognitive training. This stage required the participants to
perform cognitive training (part of TLR) to associate their aware-
ness with the cues. The stage began after participants woke up
to the alarm from the smartphone application. Following the user
guide on the application, participants turned on the cue modules
and calibrated the intensities of each cue through the application
to ensure the cues would be presented at the appropriate level of
intensity [88]. The prototype then presented cues every 20 seconds
for around 30 minutes. Every time when participants recognized the
cues, they were asked to practice becoming lucid (while they were
awake). The idea behind cognitive training is to utilize prospective
memory; more simply, the training helps the user to remember to
become lucid when they perceive the cues in the next stage [16].
After 30 minutes of cognitive training, participants set an alarm for
the last stage using the smartphone app and returned to sleep with
the prototype activated.

4.2.4 Lucid dreaming. In this stage, the participants slept for around
four hours until the next alarm. When the prototype detected a
REM period, it presented the cues for 10 seconds and repeated them
every 20 seconds. It was intended for participants to recognize these
cues and therefore help them realize that they were dreaming. We
told participants during the setup that if they became aware of their
dream, they should perform an LR signal (explained in section 3) as
objective evidence of lucidity. After signaling, the participants could
continue exploring their lucid dream world until they awoke. We
also instructed the participants that immediately after waking up
they should report their dreams in the application, noting whether
they had a lucid dream and providing details of the experience if
they felt comfortable doing so. After the report, participants could
either continue the session by going back to sleep until the alarm
went off or end the session if they were unable to go back to sleep.

4.2.5 Semi-structured interview. The participants took part in a
semi-structured interview [11] to help us better understand their
experiences with LuciEntry. We began by asking them about their
overall experiences, followed by their experiences at each stage of
the study (including how to they felt), and concluded with their
reflections on the entire process. We also asked questions focus-
ing on LuciEntry, e.g., which part of the prototype they liked the
most and the least. When the participants reported interesting in-
sights, we followed up with additional questions to gain a deeper
understanding of their experiences (The complete list of interview
questions is included in the supplementary materials). The inter-
views were conducted in person and on Zoom, the average length
was approximately an hour (𝑀𝑒𝑎𝑛 = 61.9𝑚𝑖𝑛𝑠, 𝑆𝐷 = 23.8𝑚𝑖𝑛𝑠).

4.3 Data analysis
We conducted a thematic analysis following a six-step process [12],
involving two independent coders (authors) andNVivo software [100].
Each participant’s response was treated as a distinct data unit for
analysis. To streamline the coding process, we created a master
NVivo project file and performed two rounds of coding by two
authors. In the first round, one coder generated 209 codes, while

the other produced 49. To resolve any discrepancies, the coders dis-
cussed the issues with two additional authors. We then discovered
that one of the reasons for the discrepancy in the number of codes
between authors is due to differences in coding styles: Author 1
tends to record all minor details, whereas Author 2 focuses only
on aspects related to the research question. after the discussion,
the authors refined the coding schema within the master file. This
refined schema was applied in a second round of coding. Following
multiple discussions, all discrepancies were solved, resulting in
a final coding scheme with 63 codes. The final codes were then
grouped and visualized through Miro [63], an online co-editing
workspace, to create themes. Ultimately, the coders synthesized
3 overarching themes by examining and cross-referencing these
coded categories.

5 Results
This section presents themes from the thematic analysis of the inter-
views. The dream experiences are summarized in Table 1. Overall,
participants found engaging with LuciEntry intriguing but also
noted challenges. Notably, two out of eight lab study participants
and two out of five field study participants reported experiencing
lucid dreaming during the interview. P11 accidentally broke the
sleep-tracking cap during the lucid dream stage. After fixing it, P11
repeated the study the following day.

5.1 Theme 1: Appreciating LuciEntry’s help in
inducing lucid dreaming

Four participants reported that LuciEntry, particularly the auditory
cue, supported them in achieving lucid dreaming. However, they
also reported having less control over their dreams than they had
anticipated. Participants who did not experience lucid dreaming
still appreciated LuciEntry, as it influenced and altered their dream
experiences.

5.1.1 LuciEntry’s cues helped with achieving lucidity. LuciEntry
had a significant impact on participants’ dreams, with 4 out of 13
participants (P5, P6, P8, and P11) reporting experiences of lucid
dreaming. P5 dreamt about being watched in a luxury house and
wanted to escape from the dream: “I was aware I was dreaming, but
it was in a different place, and there was a big window on the floor.
[...] There were a lot of people outside looking at me, which made me
nervous. But then I became aware I was in a dream, [...] I definitely
couldn’t have this very luxurious room. [...] So I tried to record the
dream and wake up.” P6 could not recall specific dream details but
described repeatedly transitioning between lucid and waking states:
“When I fell asleep, I generatedmy lucid dream. So your system is really
good at detecting my brain signals, and it outputs, ’This is a dream,
this is a dream.’ Then I woke up for a moment and fell asleep again,
and it generated another lucid dream in mymind, which is like a loop.”
P8 did not recall vivid dream content but clearly recognized their
inability to move, which made them realize they were dreaming: “I
tried to move my body [during sleep], as always. Suddenly, I realized
I couldn’t move my body, so I realized I was sleeping.” P11 dreamt
about Victoria 3, a game they played before sleep, and described
pausing the dream after becoming lucid: “I was playing Victoria 3
at night. When I was asleep, I felt like I was buying weapons for the
northern states to fight against the Confederate States of America.
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[...] I’m representing the country itself. [...] It was weird that you
were not a person in a dream. It was not always the first person. [...]
Then I heard the voice start, and I was half awake. ’Yeah, I am in the
dream!’ So I looked back to the dream, and I felt like I paused it! It
was ridiculous. Why did I play this game in the dream again?” We
highlight that P5 and P11 — who had little prior experience with
lucid dreaming (less than once every six months) — still reported
lucid dreams, suggesting LuciEntry’s potential for facilitating lucid
dream induction among novices.

The primary factor contributing to these experiences appeared
to be the auditory cue, which participants (P5, P6, and P11) found to
be effective at making them aware of their dream. P5 noted, “After
about an hour of sleep, I heard the sound. I clearly remember hearing
the sound but not the light. The sounds made me subconsciously aware
I was dreaming, allowing me to easily leave the dream.” Therefore,
the inclusion of auditory cues appears to have played a notable role
in helping participants achieve lucidity. This supports the idea that
LuciEntry can effectively assist with lucid dream induction.

5.1.2 Participants expected full control over their lucid dream. Dur-
ing lucid dreaming, P11 expected to fully control their dream con-
tent. However, disembodiment in the dream prevented them from
doing so, subverting their expectations. They said: “I wondered why
I was here and what this was. It wasn’t exactly as I expected. [. . . ] I
thought I could realize I was dreaming and control everything, but I
just paused the dream. [. . . ] I felt like a representation of the country.
[. . . ] I had no hands, so I was just a spirit in my dream and couldn’t
control anything. [. . . ] I had no mouth to make a sound. [. . . ] I didn’t
even think I was human in that scenario.” P11’s account suggests
that people often expect complete control during lucid dreaming,
whereas novice lucid dreamers can struggle to achieve it.

This notion of control was also informed by the external (study)
context. For example, P5 dreamt of being watched and felt that their
lack of control over the dream prevented them from escaping this
situation: “I could see everyone outside the window on the ground
floor looking up at me, which was stressful.” P5 heard the auditory
cue and tried to escape from the dream but remembered that they
were instructed to record it as a dream: “I realized it was a dream
because the sound cue kept playing. I thought, ’I can’t have this luxury
room; it’s not real.’ I woke up but was still in a second dream. This one
was more intense, with people outside trying to approach me. Because
the sound was still playing, I knew it was a dream.”

However, all participants who experienced lucid dreaming were
unable to control their bodies sufficiently to perform the LR signal.

• P5 focused on escaping their dream due to disliking its con-
tent.

• P6 said that they could not perform the LR signal because
their lucid dreams were too brief.

• P8 forgot they were supposed to perform the LR signal until
reminded during the interview.

• P11 was concerned that moving their eyes might cause them
to wake up: “I don’t think I could move my eyes during that
period; if I did, I would become more awake, and the dream
would be ruined.”

5.1.3 Lucidity and awareness. While P11 lost awareness and “went
back to deep sleep,” P5, P6, and P8 reported that their awareness

increased when they woke up after lucid dreaming. P6 described:
“(After lucid dreaming) I would wake up briefly, then fall asleep again
and generate another dream. Your voice would reappear, and I’d wake
up, creating another lucid dream. It was like a loop.” Notably, P5,
P6, and P11 experienced multiple short lucid dreams (“less than 5
minutes” ) during the study, whereas P8 reported their lucid dreams
were “quite long, more than 30 minutes”.

P11 described their experience as “semi-awake”, “movie-like”, and
“daydreaming”. P8 described their experience as “meditation-like”,
which made them “relaxed” and “comfortable”. P6 felt “dizzy” due
to continuously swapping “between the dream and the reality”.

5.1.4 LuciEntry facilitated incorporating contextual information
into the dreams. Although the remaining 9 participants did not
explicitly express experiencing lucidity, we learned that the cues,
study procedures, and pre-sleep experiences were incorporated
into their dreams. For example, P7 and P12 dreamt about the visual
cue as the flashing lights of a police car and a camera flash: “I
remembered seeing a flash. Wait, the flash might be from the light
cue device. [. . . ] I saw a friend with a camera taking a photo of me
wearing an EEG for a sleep study. [. . . ] Then there were more flashes
from the room across from me” (P12). P1, P3, P10, and P12 dreamt
of being in a user study. As P3 stated, “I dreamt that I finished the
actual steps. I saw the stimuli, but I wasn’t awake or lucid. When
I woke up, I thought, wait, that didn’t happen. It was really weird.”
Similarly, P10 described, “I was lying on the bed, and the LED was
shining above my eye. My eyes were very sensitive, and I felt like
whenever I closed them, I couldn’t sleep. The lights kept shining, and
I was anxious about not being able to sleep and complete the study.
Then I woke up and realized it was a dream.” P4, P9, and P11 dreamt
about their pre-sleep experiences. P9 noted, “During the dream, I
was on campus with friends, including you and two friends from
China. I think you appeared in my dream because I played with those
two friends before this test.”

5.2 Theme 2: Challenges around system
usability and cue perception

Participants reported system usability challenges, including difficul-
ties with cue calibration, cue perception, setting up the prototype
while feeling sleepy, and sleep hindrance from the indicator light.

5.2.1 Individual differences affected the perception of the cues. Some
participants preferred visual cues, whereas others found them dis-
turbing. For instance, P11 reported that LuciEntry’s light was too
bright, and P10 found the visual cues more disturbing than the au-
ditory cues. P9 experienced negative emotions and found the audio
“weird”. P2 and P8 mentioned that the language of the auditory cues
significantly affected the prototype’s impact. P8 reported some-
times ignoring the auditory cues because it was not in their mother
tongue. Similarly, P2, a non-native English speaker, said: “I’m not
a native English speaker, so I would like the reminder in Chinese. It
would feel more familiar and help me notice it better.” Such individ-
ual differences were also reported for the visual cue. While most
participants reported perceiving the color red, P2 and P9 reported
seeing white and green lights, respectively. This variability might
be due to individual physiological differences—P9 hypothesized
that the perceived green color could be caused by blood vessels
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when the eyes are closed. Beyond color, the meaning and emotional
associations of the light varied significantly among participants.
P10, for instance, connected the red light to fear, suggesting that
color choice could be linked to certain meanings and potentially
influence dream content. P10 believed that changing the hue from
red to yellow could make a “huge difference” in both perception and
effect.

5.2.2 Cue calibration is challenging. Another frequently reported
issue was that participants were awakened by the cues. P1, P10,
P11, P12, and P13 reported that the cues disrupted their sleep “I
was almost asleep, but it (the stimuli) just woke me completely up”
(P1). Conversely, P2 and P9 said that they were unable to perceive
the cues at all while sleeping. P11 echoed similar feelings: “Maybe
it was because I was too sleepy, I could not feel the light and sound.”.
These varied perceptions of cues led to changes in the REM sleep
classification threshold for cue triggering. At first, participants
did not perceive cues, so we lowered the threshold to trigger the
cues more often. However, later participants reported that they
perceived the cues too frequently and were awakened by the cues.
Another main reason for the participants to be awakened was the
miscalibration of cues. P11 and P13 noted that the auditory cues
were too loud: “I should not amplify it [the volume]. It was too loud.
[...] If I calibrate it to 20 or 30, then maybe I can have a deeper, lucid
dream and control the dream” (P11). P13 said “I heard the sound cue,
and then I woke up. This is because I set the voice in the largest volume.
I just wanted to remind myself that was a dream because I could fall
into a deep sleep”. Meanwhile, P8 pointed out that the visual cues
were too bright and “strained” their eyes. Although participants
calibrated the intensities before entering the lucid dreaming stage,
they still tended to miscalibrate the intensities, suggesting that it
is difficult for participants to imagine how cues will be perceived
during sleep. A longitudinal study, with more time for calibration,
might address this issue.

5.2.3 Setup is challenging when sleepy. Three of the field study
participants (P3, P5, and P13) reported that the prototype was too
complicated to set up: “There was a lot of equipment, a lot of different
things that I had to look at and look out for” (P3). P13 said “For me, it
was a lot of things to do for the setting, so I felt the prototype was a little
bit complicated. There were too many boxes and procedures I needed
to follow.” In contrast, P7, another field study participant, reported
the setup was easy because each component was straightforward:
“I think it [the setup] is easy to understand. For example, the ’on’ and
’off’ button is quite clear. So, I did not need to worry about which
button was which, because there was only one button. [...] That is a
good sign for me, as it decreases my nervousness during the night.”
Although our modular design led to multiple components, making
the setup more difficult—especially for the participants in the field
study—the simplicity of each component appeared to minimize
some concerns.

5.2.4 The indicator lights hinder participants from falling asleep.
P7, P11, and P13 stated that the indicator lights on our cue modules
were too bright, preventing them from sleeping comfortably: “I
couldn’t fall asleep because the [indicator] lights were too bright for
me. [...] I put the light underneath my pillow; otherwise, it was too
bright for me to sleep.” (P13)

5.3 Theme 3: Challenges and trade-offs of the
analog lucid dream induction techniques

While the analog lucid dream induction techniques we adopted
(WBTB and TRL) helped participants experience lucid dreaming,
unexpected emotions — such as tiredness and annoyance — made
them hesitant about using LuciEntry.

5.3.1 Supplementary cognitive training can have positive side ef-
fects but also be taxing. Participants found that cognitive training
made them more confident in their lucid dreaming ability. Five
participants (P5, P6, P9, P12, and P13) felt that the preparation they
underwent before sleeping helped them focus their intent on recog-
nizing their dream state. For example, P5 stated “Because of the prior
training [...] I could connect what was happening,” referring to their
ability to understand the meaning of cues in their dream through
cognitive training. This suggests that the cognitive training can
increase the likelihood of experiencing lucid dreams. P12 similarly
remarked: “The more I did it, the more I thought, ’This is cool.’ I felt
excited and thought it might help with lucid dreams. ” Similarly,
P13 commented: “I felt like I got confidence in myself; I got a feeling
I would be successful in finishing this dream.” Beyond enhancing
confidence, P2, P9, and P11 also reported feeling “relaxed” or “rest-
ing” during the cognitive training, noting that the auditory cues
resembled “ASMR”.

In contrast, P5, P8, and P9 said they felt “a bit annoyed” by the
cognitive training. P9 explained: “It was a bit annoying; it felt like I
was sleeping, but someone turned on the light.” P3 and P7 reported
that the cognitive training stage was “too long”, keeping them awake
for an extended period so that they were “too awake to go back to
sleep”. P7 further described feeling confused when they heard the
auditory cues while still awake: “I felt very confused, as my brain
and ears contradicted each other.” Overall, participants expressed
mixed feelings about the cognitive training. Some felt relaxed and
gained confidence for the future lucid dreaming stage, whereas
others were irritated by having to train in the middle of the night.

5.3.2 WBTB is effective but tiring. Nothing that WBTB is one of
the most effective lucid dream induction techniques [28, 88], almost
one-third of our participants disliked this technique.While P5 found
WBTB “not too difficult” because they usually wake up in the middle
of the night, P2, P6, P8, P11, and P13 considered it “annoying” and
felt “tired” after the study. P13 even expressed “regrets to participate”
P11 elaborated: “It felt annoying to wake up after just four hours
[. . . ] like you were sleeping normally and woke up by the alarm.” P13
added, “I woke up in the morning feeling so tired [. . . ] because I had
to wake up in the middle. Disrupted sleep makes you tired.”

5.3.3 The study’s dream recording requirement hindered falling
asleep again. P7 noted feeling more awake when detailing their
dream report, preventing them from falling back asleep: “I was tired
but not enough to sleep again, so I decided to record my dream. As I
wrote in detail, I became more awake and couldn’t get back to sleep.”
P2, concerned about becoming too alert, chose not to record their
dreams, which led to forgetting the content: “I think I had some
dreams, but after waking up, I forgot them. [. . . ] Maybe I should have
written them down, but I was worried about staying awake, so I didn’t.”
Although recording dreams was important for the study [101], the
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act of remembering and recording appeared to raise participants’
consciousness, preventing them from falling back asleep.

6 Discussion
Our results suggest that our prototype, LuciEntry, can induce lucid
dreaming in some participants, while others may only experience
partial lucidity or fail to recall any lucid state. This finding aligns
with Carr et al.’s work on TLR [16]. We now discuss our findings in
more detail and present design considerations based on our results
and our experience designing LuciEntry, with the goal of guiding
future system designs.

6.1 Consider designing a safeguard to avoid
overuse when designing altered states of
consciousness systems

Although prior work suggested lucid dream induction does not com-
promise sleep quality [3, 32]— and therefore WBTB was adopted
in our design—we observed that LuciEntry’s design features can in-
crease participants’ lucidity but also have the potential to raise the
level of consciousness, i.e., wake the user up or hinder them from
falling asleep (again). This finding contrasts with prior work [3, 32]
and highlights the double-edged nature of lucid dream induction
that designers must carefully consider. We highlight that the pros
and cons of lucid dream induction must be considered, therefore, we
recommend that designers balance the desire to induce lucid dream-
ing with considerations of sleep depth. Prior HCI research [21, 58]
has highlighted how challenging such balancing can be, particularly
in body-centric experiences; we extend these findings to the design
of systems for sleep. We suggest designers consider users’ sleep
quality when developing lucid dream induction systems. For in-
stance, an application might provide a warning that advises against
using the system during consecutive nights or analyze users’ sleep
data through biosignal wearables to determine whether they are fit
enough to use the system. Ultimately, we advocate for incorporat-
ing a safeguard into the design to ensure that lucid dream induction
technologies support — not disrupt — restorative sleep.

6.2 Consider prioritizing auditory cues over
visual cues to influence altered states of
consciousness

As shown in subsubsection 5.1.1, auditory cues were more effec-
tive than visual cues when used for lucid dream induction. This
aligns with prior work around the Dormio system [34], which used
sound to influence dream content during the hypnagogic state, and
Dozer [81], which employed both electrical and auditory stimu-
lation to induce sleep onset. Auditory cues are also often used in
hypnosis [69, 90]. This “auditory dominance” appears unique to
affecting altered states of consciousness and contrasts with HCI
designs for the ordinary waking state, where visual dominance is
more prevalent [19]. We therefore suggest designers apply auditory
cues in the context of sleep. In particular, an auditory cue verbaliz-
ing the desired dream outcome (expressed as a single sentence) may
be a useful starting point for designers [79]. While auditory cues
appear to be more effective, we note that visual cues still have value,

as several participants reported that these cues were incorporated
into their dream content.

6.3 Consider complementing digital approaches
with analog techniques, while leveraging
digital systems to make analog techniques
more engaging

Two participants reported that the cognitive training gave them the
confidence to induce lucid dreaming, with one of them reporting
that they experienced lucid dreaming during the study.

This finding aligns with the mnemonic induction of lucid dreams
(MILD), in which people set the intention to become lucid before
sleep [48]. Furthermore, our results confirm the approach of Carr
et al. [16], who combined analog and digital lucid dream induction
techniques to increase induction rates.

Although the analog techniques facilitated lucid dream induc-
tion, participants also expressed that they caused both annoyance
and tiredness. One possible strategy to reduce negative emotional
outcomes might be to augment analog techniques with digital ap-
proaches. For instance, Montoya et al. demonstrated that a playful
water experience could reduce people’s unexpected emotions such
as fear of water [64]. Therefore, we suggest approaches such as
gamification to make bodily training practices more engaging [41].
The application of gamification aligns with Jung et al.’s suggestion
of utilizing games to facilitate altered states of consciousness since
games are free from the spatial-temporal constraint of reality [40].
One gamification approach is to offer digital rewards, as in Poké-
mon Sleep [13]. In our case, we can imagine that analog lucid dream
induction techniques could be integrated into Pokémon Sleep. If the
user chooses to induce lucid dreams and follows the instructions to
perform analog techniques properly, they will get a special Poké-
mon in the game, which might make the user feel more engaged.
Another approach is to have the user practice analog techniques
while engaging with other forms of digital entertainment. Peters
et al., for instance, asked participants to practice reality testing, an
analog lucid dream induction technique, while playing WII Fit [74].
With regard to cognitive training, we could design an app that
allows for the delivery of visual and auditory cues while the user is
simultaneously playing a mobile game. In sum, combining digital
and analog techniques can help to both mitigate user fatigue and en-
hance motivation, making lucid dream induction more sustainable
and enjoyable.

6.4 Consider using interactive technologies to
create desired digital content in altered
states of consciousness

A key finding from our study was that, while 4 participants reported
having lucid dreams, they had less control over their dreams than
they anticipated. Our findings align with Lemyre et al., suggest-
ing that believing dream lucidity guarantees dream control is a
misconception [54]. Mallett et al. further categorizes lucid dream
control as an indicator of high lucidity, whereas they argue that
the simple awareness of dreaming should be classified as a state of
medium lucidity [60]. In our study, we also noticed that pre-sleep
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experiences, such as the study procedure, and cues were incorpo-
rated into participants’ dreams; this is consistent with the findings
of Salvesen, et al. [79] and Carr et al. [15]. We, therefore, see an
opportunity to facilitate dream control through interactive tech-
nologies. For example, a system could prompt users to specify their
desired dream narrative before sleep (which also utilizes their pre-
sleep experiences). During lucid dreaming, the system could trigger
narrative-related cues to help users exert control over their dreams.
However, the relationship between cues and dream content requires
further investigation.

6.5 Consider sensing the user’s umwelt to allow
for enhanced customization

While using cues to create digital content in altered states of con-
sciousness is possible, our results suggest that the user’s umwelt—
how a person interprets the world, shaped not only by (1) the
physiological factors but also (2) their past experiences [37]—can
influence how the mind interprets cues to a greater extent than in
designs targeted at wakefulness.

Firstly, we observed that physiological factors related to sleep—
such as eyelid—can distort cue perception. For example, when their
eyes were closed, P2 and P9 reported seeing the visual cue as “white”
and “green” respectively. The color distortion might stem from
partial light absorption by the eyelids [9]. Similarly, individuals
with sleep apnea might have an altered perception of olfactory cues
because pauses in breathing could prevent scent detection during
apneic episodes [99]. We, therefore, recommend that designers
account for such physiological factors during sleep to ensure that
users can perceive the cues. For instance, Bierman et al. reviewed
prior work on eyelid transmittance and found that red transmittance
is 9%, green is 0.5%, and blue is 0.4% [10]. Accordingly, one could
recode a visual cue by amplifying red by 11 times, green by 200
times, and blue by 250 times to achieve the initially intended color.

Second, the user’s past experiences, such as their cultural back-
ground and daily experiences, influence their interpretation of the
cues. For example, P2 and P5, whose first language was not Eng-
lish had trouble processing the English auditory cues at such a
low level of consciousness, even though they understood English
during wakefulness (such as in the interviews) very well.

Moreover, the visual cue was reinterpreted by the mind as the
flashing lights of a police car, or the white light of a camera flash;
it manifested in a way consistent with the narrative of the user’s
dream. This suggests that cues can influence dream content. How-
ever, participants only recognized that these were manifestations of
the cues after waking up, which was elicited through the interviews.
The interviews also suggested the difficulty in participants recogniz-
ing cues during a low level of consciousness. Hence, we can confirm
States’ prior theory that that dream has its own umwelt: “[D]reams
create a world order, or umwelt, with its own distinct cognitive
domain in which waking considerations of efficiency, logic, and
common sense are only thematically relevant.” [85] Furthermore,
Salvesen et al. indicated that the mind would be more likely to
incoporate and transform cues into the dream if they were relevant
to the content of the dream [79], and vice versa. These suggestions,
in combination with our findings, imply that when designing cues,
the designer should consider not only past experiences of the user

but also the content of the dream. Understanding the users’ past
experiences can be done through, for example, (1) collecting the
user’s data before sleep and (2) allowing for the customization of
cues. Consequently, even if data on the user’s cultural background
is utilized (enabling the system to personalize cues), going further
by allowing the user to customize the cues on their own could be
beneficial.

It becomes more challenging with regard to sensing the dream’s
umwelt. In the current state of the art, dream decoding has only
provably been performed using functional magnetic resonance
imaging (fMRI). While Horkawa et al. decoded the dream content
into categories [36], such as “book” and “male”, Fu et al. proposed a
proof of concept to decode dream content into videos [31]. However,
this proof of concept only works with fMRI, limiting the possibility
of using it in everyday life. One approach of investigating dream
content with accessible technology is to understand the user’s
daily life, as pre-sleep experiences influence the dream experience
through a day-residue effect; people are more likely to dream of
events that happened in their daily life during the previous two
days [25]. Therefore, the designers could design cues by logging
the user’s daily life and analyzing its content with a large-language
model to identify relevant cues. In the future, we imagine once the
dream decoding becomes mature, the designers can alter cues based
on the user’s dream content in real-time.

In sum, the user’s umwelt, not only the physiological factors but
also their past experiences, creates a fog for the cue interpretation.
To address this, we suggest the designers consider sensing the user’s
umwelt and allowing customization so that the user can interpret
the cues properly.

6.6 Design space: Targeting the optimal range
for transitioning to the lucid state

Despite the ability for users to calibrate cue intensities prior to sleep
and automatic delivery of cues upon detection of the user’s REM
stages, five participants still reported waking up due to cues, and
two participants were entirely unaware of them during sleep. This
suggests that the thresholds for awakening and perceiving are not
fixed but fluctuate during sleep, making it difficult to predefine cue
parameters. In related prior work, Byrne et al. have described the
need to find a “sweet spot” for effective stimulation when designing
bodily HCI experiences [14]. Drawing inspiration from their work,
we propose the following diagram for digital lucid dream induction
experiences (Figure 8):

• If people perceive strong cues while awake, they might feel
annoyed.

• If people perceive weak cues while awake, theymight remain
awake without interruption.

• If people perceive strong cues while asleep, they may wake
up.

• If people perceive weak cues while asleep, they might con-
tinue sleeping without interruption.

• Only cues at the right intensities, presented at the right level
of consciousness, can help people realize they are dreaming
and thereby induce lucid dreaming.

The current prototype, LuciEntry, enabled participants to self-
calibrate cue intensity, which influenced their perception of the
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Figure 8: The digital lucid dream induction experience dia-
gram. The diagram describes how people would react to cues
at different levels of consciousness. The x-axis presents the
level of consciousness (deep sleep→wakefulness), and the y-
axis presents the perception of cues. Our goal is to guide users
toward the center “sweet spot,” where they are aware they
are dreaming—thus inducing lucid dreaming. However, the
current prototype, LuciEntry, elicited a range of experiences
among participants. Based on these findings, we propose sev-
eral strategies to help shift user experiences toward this ideal
state.

cues. It also incorporated the WBTB technique, which elevated
participants’ consciousness to the ordinary waking state before
allowing them to return to light sleep, thereby adjusting their level
of consciousness. However, the techniques developed in LuciEntry
elicited a range of experiences—more often the four other aforemen-
tioned types—rather than consistently inducing lucid dreams. This
may be due to two key reasons: (1) self-calibration is inherently
difficult for users, as it is challenging to anticipate how cues will be
perceived during dreams while still awake; and (2) even with the
WBTB technique, participants reported being in various levels of
consciousness that did not always support lucid dreaming.

To navigate this delicate balance and reach the “sweet spot,” we
suggest two directions for design strategies to shift the user experi-
ences toward the center: perception control and consciousness-level
management. For perception control, it is possible to (1) change
the intensities of cues by employing iterative calibrationwith
user feedback, (2) explore multiple modalities (e.g., tactile,
thermal), and (3) vary the cue duration. Future systems could
incorporate a more systematic calibration process, for example,
each night it could ask the user about their experiences during
that day and automatically adjust intensity based on their feedback.
Furthermore, triggering cues in different modalities might be an-
other strategy for perception control. we currently used visual and
auditory cues for the participants, which could be useful for light
or sound-sensitive users. While olfactory cues appear ineffective
for lucid dream induction [27], tactile [76], and haptic cues [75]

are promising areas of exploration. Longer cue durations or repet-
itive cues could increase the likelihood of being perceived, but
overly long cues might risk being ignored once the user becomes
accustomed to them.

For consciousness-level management, designers could (1)
fine-tune the timing of cue delivery based on real-time data,
(2) use sleep aids or alcohol, and (3) use electrical stimula-
tion. Adjusting the trigger timing is a logical starting point for
managing the level of consciousness at which cues are presented.
As participants still reported perceiving cues while awake or sleep-
ing through them, incorporating iterative calibration — where the
system asks for feedback on whether the timing is appropriate
— could be beneficial. This might, again, involve iterative calibra-
tion, where the system uses user feedback to adjust cue timings.
Alternatively, some people may use sleep aids or alcohol to enter a
state of altered cognition. LaBerge et al. showed that galantamine
(an Alzheimer’s medication) can help to induce lucid dreaming by
changing participants’ neurochemistry [51], though 14% reported
side effects such as gastrointestinal upset, insomnia, and next-day
fatigue. Electrical stimulation of the brain is another emerging ap-
proach: Voss et al. applied 40 Hz tACS to increase self-reflective
awareness in dreams [94], while Semertzidis et al. explored electri-
cal brain stimulation to induce sleep onset [81]. This area remains
under-explored but shows promise. Overall, designing for the sweet
spot requires balancing perception and consciousness with user-
centered adaptability, leveraging both physiological signals and
behavioral feedback.

6.7 Consider minimizing the mental effort for
altered states of consciousness

Designing for altered states of consciousness requires special atten-
tion to users’ limited cognitive resources, especially during transi-
tions between sleep and wakefulness. We included indicator lights
on the cue modules to make troubleshooting easier. However, three
participants reported that the indicator lights disrupted their sleep,
which aligns with Spiekermann et al.’s argument that human at-
tention is a scarce resource that should be carefully managed [84].
In altered states of consciousness, attention is even more limited.
Therefore, future systems might display information only when
needed to avoid disrupting these states. For example, adding a geo-
phone sensor to the module could enable information displays only
when the user actively interacts with it.

On the other hand, we designed LuciEntry with a modular ap-
proach to enable easy customization. However, participants re-
ported that LuciEntry was too complicated when they were sleepy—
a likely consequence of limited attention in an altered state of
consciousness. Thus, the complexity of a modular design can be
overwhelming in such contexts. An all-in-one system might be
more suitable for sleepers, as suggested by prior works [34, 81].
For example, a single smartphone application to trigger visual and
auditory cues might be more suitable for the user than separate cue
modules. In summary, systems designed for altered states should
minimize unnecessary mental effort, reduce complexity, and deliver
information only when relevant to support seamless, low-effort
interaction.



LuciEntry: Towards Understanding the Design of Lucid Dream Induction DIS ’25, July 05–09, 2025, Funchal, Portugal

7 Limitations and future work
7.1 Placebo effect
One limitation of our study was the lack of a placebo testing proto-
col. However, lucid dreaming rarely occurs naturally [47, 65, 66],
and prior works have proven the effectiveness of the lucid dream
techniques we adopted [16, 28, 46, 73]. Hence, most of the lucid
dreams our novice participants experienced are unlikely to have a
placebo effect. We noted that we focused on the user experience.
By understanding the lucid dream induction user experience, we
proposed design considerations to guide future lucid dream induc-
tion designs. Testing the placebo effect would make our already
lengthy experimental process even longer, further increasing the
effort required from participants. Therefore, we did not incorporate
the testing for the placebo effect in our study.

7.2 Individual component effectiveness
As noted, our study focused on the overall user experience, which is
not well understood. To that end, we employed multiple techniques
simultaneously, a common practice in lucid dream research. For
example, Carr et al. used visual and auditory stimulation to induce
lucid dreaming [16], while Esfahani et al. used visual, auditory, and
tactile stimulation [39]. However, this multi-stimulation process
makes it difficult to isolate the effectiveness of individual techniques.
We still suggest that future work assign participants to separate
groups (e.g., some only receiving auditory cues) to explore the
specific effects of a single modality. Further divisions could be
made to help understand different classes of auditory cues (e.g.,
ambient versus vocal stimuli).

7.3 Different modalities for system design
In our current system design, we explored the user experience of
visual and auditory cues for lucid dream induction, mainly because
of their effectiveness [16, 73]. As discussed in subsection 6.6, we still
see the opportunity to use other modalities, such as tactile [76], hap-
tic [75], and brain stimulation [94]. Using different modalities might
create different user experiences, as the cues would be incorporated
into dreams differently [79].

7.4 Real-time lucid dreaming confirmation
Although our interview data suggest that LuciEntry enhanced par-
ticipants’ lucidity, the failure of participants to remember perform-
ing the LR signals prevented objective verification of their lucidity.
Performing LR signals in lucid dreaming is challenging as dreaming
contains involuntary autobiographical memory [83], making it easy
for people to forget their intentions. Consequently, there is often
a large discrepancy between the proportion of people who report
lucidity and those who perform LR signals [73, 74]. We, therefore,
recommend that future studies incorporate more consistent and
distinct training for LR signaling to establish a more reliable confir-
mation mechanism on which to base qualitative data collection.

7.5 Ethics
Finally, we encourage future research on the ethics of using interac-
tive technology to influence users in altered states of consciousness.
We can also imagine scenarios in which such technology might be

misused. For example, a highly portable design that induces altered
states of consciousness could be misused and lead to harm at an
inappropriate time, such as driving. Furthermore, as the cognitive
load is usually low in altered states of consciousness, does the user
really understand what the prototype does to them? Prior works
on “dark patterns” in HCI [21, 58] suggest that examining such
scenarios early on in the emergence of technologies could help in-
form the design of more responsible technologies in the future. We,
also emphasize the importance of examining ethical considerations
early on when designing altered states of consciousness systems.

7.6 Everyday life usage
Furthermore, we acknowledge that, although we focus on the user
experience, our prototype and study procedure occasionally caused
unexpected emotions, such as tiredness and annoyance, due to dis-
rupted sleep. By implementing the design considerations proposed
in this paper, we envision a follow-up future work could induce lu-
cid dreaming with less disruption, making it suitable for integration
into everyday life.

8 Conclusion
In this paper, we presented LuciEntry, a portable prototype that
aims to facilitate lucid dream induction by triggering visual and
auditory cues. We conducted a study with 13 participants to inves-
tigate LuciEntry’s user experiences. The interviews revealed three
themes: facilitating lucidity, challenges around system usability,
and trade-offs of the analog lucid dream induction techniques. We
also offered design considerations for design researchers who wish
to further explore lucid dream system designs. Ultimately, we hope
this work inspires additional research into interactive technologies
for altered states of consciousness.
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